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**Abstract.** Several research initiatives have been taken to predict stock market returns using historical data. Investors can find plenty of algorithms that detect the exact closing price of any stock but will not tell the direction of the closing price. During this proposed work, twenty-two years' price of the stock's daily close price is being utilized for direction detection. The objective of this paper is to get the right stock, perform exploratory data analysis for data preparation and then build the right models by using multiple modelling techniques to predict whether the price will move up or move down. Closing prices are being utilized as six different feature variables for building the classification model. The difference between the seventh and eighth day closing price is determined. The 0.7%, 1%, and 1.5% differences are different classes of direction to determine either positive, negative or no change. A similar process is again repeated for the feature variable increased to ten days and fourteen days respectively. Then momentum, trend, volatility, and volume indicators are utilized as feature variables and different classification models are built to determine upward direction detection. Random forest modelling has given the highest efficiency in direction detection. Logistic regression modelling done for percentage change in close price as 0.5% has given the highest efficiency for volume and momentum indicators whereas the extreme gradient boost classifier provided the best prediction performance for trend and volatility indicators. Therefore, various classification modelling techniques had been remarkably useful in direction detection for the stock under consideration.
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1. Introduction

The stock market encourages the free economy concept. It is one of the significant financial tools in the hands of the corporate and enterprises to raise their funds through investments done by the common man. In return for investors putting their stake in company stocks, it is expected that they earn profits through dividends and upward stock movements, which would also enhance their economic status apart from the growth of the participant company whose stocks are at stake in the public domain.

Live validations are still becoming a grim prospect, because of several things like value variations, quiet news, and existing noise[1]. Several machine learning associated techniques are developed which have created the potential to predict the market to an extent[2]. For the transaction of shares via a broker, there is mostly a fee paid to the broker for each buy and sale which will almost eat up the gains[3]. The requirement is to overcome the ambiguities of fundamental and technical evaluation, and advanced development in the modelling strategies has pushed several researchers to check new strategies for stock value forecasting[4].

In the next section, some of the available literature is scanned which throws light on various related aspects of machine learning methods and other methodologies, and also study and research other related issues which help assist better in direction detection in the stock market.

1. Literature Review

Literature review initially scans through technical and fundamental analysis of stocks. Further, it discusses as to how algorithmic trading based on fundamentals and technical indicators helps investors in their decision making. Further, it emphasizes the merits of machine learning and artificial intelligence over algorithmic trading. It discusses unsupervised and various supervised classification techniques used in this paper. Later it reviews the literature on confusion matrix discussing various metrics for evaluation of the modelling techniques used for this proposed work.

* 1. Fundamental and Technical Analysis

Rajkar et al. in their paper comprehensively talk about the numerous parameters impacting value movements in varied sizes and layers in the stock market [5]. Therefore, different analysis namely technical and fundamental analysis is being done to invest in stock markets.

Elbialy in his paper worked on fundamental analysis and suggest that it helps to identify and implement short positions by selling the shares of companies showing downtrends and then covering these positions by buying back the shares of these companies when they start showing upward trends [6]. Fundamental analysis helps to identify stock quality and therefore, stock technical analysis done later performs better on the strong fundamental stock.

Thanekar and Shaikh in their paper conclude their study that technical analysis can demarcate and recognize commerce openings in the stock market by examining identifiable patterns similar to volume and price action movements [7]. Kimbonguila et al. in their paper used many technical indicators like Moving Average Convergence Divergence (MACD), moving average, etc on the past costs to identify better stocks for trading purposes [8].

* 1. Algorithmic Trading

Taking the discussion further, Hansen in his paper mentions algorithmic trading which is a systematic method of trading without subjective assessment through a manual trader using computer programs. Hansen further observes that fast algorithms improve traders’ ability to scan the market and seize opportunities most appropriately [9]. Mukerji et al. in the paper caution that though algorithmic trading gives better results than manual trading, regulators have restrained algorithmic trading following accusations of market manipulations [10].

* 1. Supervised and Unsupervised Learning

This paper introduces a new stock market prediction model that includes three major phases namely feature engineering, non correlated feature selections, and finally direction detection.

Omta et al. in their paper used machine learning and artificial intelligence for the analysis of image-based cellular screens. It is suggested in the paper that exploratory data analysis should be performed as an initial step to gain a better data understanding before executing machine learning algorithms. Machine learning can again be further categorized into supervised and unsupervised learning [11].

Alhomadi findings in his paper were that some literature has used both supervised and unsupervised machine learning techniques for securities market predictive modelling and located that both kinds of models will create predictions with satisfactory accuracy (Acc) [12]. Dar researched further on unsupervised machine learning techniques by deeply studying principal component analysis and suggested that the central plan of principal component analysis is to spot correlations and patterns in a dataset with high dimensionality and scale back it to a considerably lower dimension without losing any important info [13].

further, various supervised classification machine learning techniques have been used in this paper namely logistic regression, decision tree, random forest, k nearest neighbours, and extreme gradient boosting.

* 1. Classification Machine Learning Techniques

Al-Bairmani and Ismael worked further on exploring logistic regression and infers that logistic regression is used instead of linear regression in situations where the target variable is not numeric, but a nominal or an ordinal variable [14]. Jena and Dehuri suggest that the simple linear modelling algorithms become more complex as the size of the datasets increases which is being handled using more advanced algorithms in the decision tree for classification and regression problems [15]. Schonlau and Zou infer that random forest modelling is quite flexible to non-linearity in the dataset and is the most appropriate ensemble learning algorithm for medium-sized to very large-sized datasets [16]. Wang studied k nearest neighbours and informs that it is the most popular statistical technique utilized in pattern identification over the last four decades [17]. Zhang et al. researched on extreme gradient boost which according to him is extensively recognized as an extremely useful ensemble learning algorithm. However, its performance needs more improvements ideally in scenarios where the dataset is imbalanced [18].

* 1. Confusion Matrix for Classification Models

Various classification algorithms as discussed have to be built for the data. Subsequently, all these algorithms have to be tested. The confusion matrix for classification models is a step in that direction. Markoulidakis et al. in their paper evaluate numerous performance metrics which include Acc, precision (Pr), and recall (Rcl) [19].

1. Methodology

Initially fundamental and technical analysis of the stocks under consideration is performed to demonstrate why a particular stock dataset has been used for this proposed work. The Cross-Industry Standard Process for Data Mining (CRISP-DM) framework has been used in this paper. In data understanding, the different feature variables used for the proposed work are being studied and their univariate analysis is performed. Based on the data understanding phase, various steps are being taken in the data preparation phase namely handling missing values, features addition, and data scaling using the Minmax scaler. Once the data has been prepared, different modelling algorithms are implemented on them namely logistic regression, decision tree, random forest, k nearest neighbour, and extreme gradient boost classifiers. The data evaluation phase further examines the results of different modelling techniques which are used in the data modelling phase. Deployment speaks about developing a front end Application Programming Interface (API) for the deployment dashboard.

* 1. Data Collection

Various classification algorithms as discussed have to be built for the data. Subsequently, all these algorithms have to be tested. The confusion matrix for classification models is a step in that direction. Markoulidakis et al. in their paper evaluate numerous performance metrics which include Acc, Pr, and Rcl [19].

Daily trading data of HDFC, KOTAK, and SBI banks from the year 2000 to 2022 are being used for this study. This study uses National Stock Exchange (NSE) data.

The *symb*ol column tells the corporate symbol mentioned for the stock. The *opening price* is the first trade worth that is recorded throughout the day’s trading. The *high and low* is the highest and lowest value respectively at that a stock is listed during a period.

The *previous closing* is going to be a consecutive session's opening price. The *last price* is the one at which the foremost recent transaction happens. The close is the last value recorded once the market is closed on the day. The V*olume Weighted Average Price* (VWAP) is a trading benchmark based on both volume and worth. The trading *volume* shows the number of shares listed for the day, listed in lots of hundreds of quantities of shares.

Table 1 discusses details for every column used in the HDFC, KOTAK, and SBI datasets.

**Table** .Top rows of HDFC, KOTAK, and SBI stock dataset

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Date | Symbol | Prev Close | Open | High | Low | Last | Close |
| 1/3/2000 | HDFC | 272 | 294 | 294 | 294 | 294 | 294 |
| 5/30/2022 | HDFC | 2330 | 2368 | 2388 | 2362 | 2367 | 2367 |
| 1/3/2000 | KOTAK | 212 | 220 | 229 | 220 | 229 | 229 |
| 5/30/2022 | KOTAK | 1946 | 1945 | 1952 | 1896 | 1907 | 1903 |
| 1/3/2000 | SBI | 226 | 236 | 244 | 234 | 244 | 244 |
| 5/30/2022 | SBI | 469 | 473 | 477 | 471 | 475 | 475 |

* 1. Data Exploration

|  |  |  |
| --- | --- | --- |
|  |  |  |

**Fig.1.**Class Distribution for HDFC, KOTAK, and SBI stock

As shown in Fig. 1, HDFC STOCK is moving 2140 times in an upward direction whereas 3435 times, it is not moving in an upward direction. KOTAK STOCK is 2055 times suitable for long trading whereas 3199 times, it is not moving in an upward direction. SBI STOCK is 2211 times suitable for long trading whereas 3364 times, it is not moving in an upward direction.

|  |
| --- |
|  |
|  |
|  |

**Fig.2.** Close values of HDFC, KOTAK, and SBI stock from 2000 to 2022

|  |  |  |
| --- | --- | --- |
|  |  |  |

**Fig.3.** Distribution Plot for the HDFC, KOTAK, and SBI Stock

As shown in Fig. 2 –Fig. 3, the data has a positively skewed distribution which is observed in all 3 stocks namely HDFC, KOTAK, and SBI bank stock. SBIBANK stock is looking as the least volatile stock followed by HDFC and then KOTAK.

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  |  |

**Fig.4.** Scatter Plot against close price for HDFC KOTAK, and SBI Stock from 2000 to 2022

As shown in Fig. 4, a linear relationship exists between Independent variables and the target variable except for fewer outliers which is quite negligible.

* 1. Data Pre-Processing

The HDFC, KOTAK, and SBI data which are taken from NSE come with a lot of limitations that have to be processed.

### **Handling Missing Values**

Three of the features’ trades, ‘deliverable volume’, and’% deliverable are dropped as they are having several missing values.

### **Features Addition**

Computed variables added to the dataset are simple and exponential moving averages for rolling periods of seven, thirteen, twenty, hundred, and two hundred days. The one day's previous lag values of volume are also added as features. Six, ten, fourteen, and thirty days’ consecutive closing prices are tabulated week on week for the entire dataset and utilized as different feature variables. Momentum, trend, volatility, and volume indicators are also used as feature variables.

### **Data Scaling**

Minmax Scaler is the data scaling approach that is being used. MinMax Scaler shrinks the data inside the given range, from zero to one.

* 1. Data Modeling

Based on direction detection Acc, it can be suggested to the prospective investor whether to invest or not invest in stock. Direction prediction Acc is further determined using momentum, trend, volatility, and volume indicators as feature variables and building different classification models on them. Table 2 explains the modelling strategies and model evaluation Rule used for this paper.

**Table 2.**Modelling Strategies and Model Evaluation Rule

|  |  |
| --- | --- |
| Modelling Strategies | Model Evaluation Rule |
| Direction detection by six, ten, and fourteen days consecutive closing prices split week on the week. | percentage change on closing price>0.7% =>Positive Trend  percentage change on closing price<-0.7% =>Negative Trend  percentage change on closing price between 0.7 and 0.7% =>Neutral |
| Go long direction prediction is performed separately using momentum, trend, volatility, and volume indicators. | percentage change on closing price>0.5% =>Positive Trend  percentage change on closing price<=0.5% =>Not Positive Trend |

1. Implementation and Results

The data evaluation phase is the result of the data modelling phase and discusses the metrics utilized to determine the extent of the success achieved by the different modelling algorithms employed on the target variable.

* 1. Model Evaluation using Logistic Regression Classifier for Go Long Direction Prediction

Various classification models are utilized to predict the direction of the close value of HDFC, KOTAK, and SBI stock and estimate using different error metrics. All the results derived from the various models are examined below.

**Table 3.**Model evaluation using logistic regression classifier

|  |  |  |  |
| --- | --- | --- | --- |
| Modelling Strategies | HDFC | KOTAK | SBI |
| Direction detection by six, ten, and fourteen days consecutive closing prices split week on week | Pr-0.35  Rcl-0.60  Acc-0.35 | Pr-0.37  Rcl-0.74  Acc-0.36 | Pr-0.36  Rcl-1.00  Acc-0.36 |
| Go long direction prediction using volume indicators | **Pr-0.98**  **Rcl-0.83**  **Acc-0.92** | **Pr-0.99**  **Rcl-0.93**  **Acc-0.97** | **Pr-0.92**  **Rcl-0.80**  **Acc-0.90** |
| Go long direction prediction using momentum indicators | Pr-0.71  Rcl-0.63  Acc-0.76 | Pr-0.73  Rcl-0.61  Acc-0.75 | Pr-0.69  Rcl-0.62  Acc-0.74 |
| Go long direction prediction using trend indicators | Pr-0.83  Rcl-0.59  Acc-0.80 | Pr-0.76  Rcl-0.48  Acc-0.72 | Pr-0.78  Rcl-0.49  Acc-0.74 |
| Go long direction prediction using volatility indicators | Pr-0.93  Rcl-0.47  Acc-0.77 | Pr-0.90  Rcl-0.40  Acc-0.74 | Pr-0.81  Rcl-0.30  Acc-0.70 |

From Table 3, it is observed that go long direction prediction using volume indicators has given considerable Pr, Rcl, and Acc in direction prediction.

* 1. Model Evaluation using Random Forest Classifier for Go Long Direction Prediction:

**Table 4.**Model evaluation using random forest classifier

|  |  |  |  |
| --- | --- | --- | --- |
| Modelling Strategies | HDFC | KOTAK | SBI |
| Direction detection by six, ten, and fourteen days consecutive closing prices split week on the week | **Pr-0.85**  **Rcl-0.89**  **Acc-0.87** | **Pr-0.71**  **Rcl-0.79**  **Acc-0.74** | **Pr-0.83**  **Rcl-0.88**  **Acc-0.85** |
| Go long direction prediction using volume Indicators | **Pr-0.91**  **Rcl-0.82**  **Acc-0.90** | **Pr-0.92**  **Rcl-0.79**  **Acc-0.89** | **Pr-0.90**  **Rcl-0.73**  **Acc-0.86** |
| Go long direction prediction using momentum indicators | Pr-0.76  Rcl-0.51  Acc-0.75 | Pr-0.79  Rcl-0.46  Acc-0.74 | Pr-0.72  Rcl-0.55  Acc-0.74 |
| Go long direction prediction using trend indicators | Pr-0.87  Rcl-0.56  Acc-0.80 | Pr-0.87  Rcl-0.55  Acc-0.79 | Pr-0.83  Rcl-0.57  Acc-0.78 |
| Go long direction prediction using volatility indicators | Pr-0.89  Rcl-0.50  Acc-0.77 | Pr-0.89  Rcl-0.50  Acc-0.78 | Pr-0.83  Rcl-0.61  Acc-0.80 |

From Table 4, it is observed that direction detection has given the highest Pr, Acc, and Rcl in prediction. Also, go long direction prediction using volume indicators has given considerable Pr and Acc in direction prediction but Rcl can still be improved.

* 1. Model Evaluation using Extreme Gradient Boost Classifier for Go Long Direction Prediction

**Table 5.**Model Evaluation using Random Forest Classifier

|  |  |  |  |
| --- | --- | --- | --- |
| Modelling strategies | HDFC | KOTAK | SBI |
| Direction detection by six, ten, and fourteen days consecutive closing prices split week on the week | Pr-0.35  Rcl-0.42  Acc-0.40 | Pr-0.38  Rcl-0.41  Acc-0.40 | Pr-0.38  Rcl-0.47  Acc-0.37 |
| Go long direction prediction using volume indicators | **Pr-0.90**  **Rcl-0.73**  **Acc-0.86** | **Pr-0.92**  **Rcl-0.90**  **Acc-0.93** | **Pr-0.88**  **Rcl-0.82**  **Acc-0.89** |
| Go long direction prediction using momentum indicators | Pr-0.70  Rcl-0.61  Acc-0.75 | Pr-0.75  Rcl-0.62  Acc-0.77 | Pr-0.70  Rcl-0.59  Acc-0.74 |
| Go long direction prediction using trend indicators | Pr-0.85  Rcl-0.74  Acc-0.85 | Pr-0.82  Rcl-0.61  Acc-0.79 | Pr-0.83  Rcl-0.67  Acc-0.81 |
| Go long direction prediction using volatility indicators | Pr-0.86  Rcl-0.75  Acc-0.85 | Pr-0.81  Rcl-0.63  Acc-0.79 | Pr-0.80  Rcl-0.67  Acc-0.81 |

From Table 5, it is observed that go long direction prediction using volume indicators has given considerable Pr, Rcl, and Acc in direction prediction.

* 1. Direction Detection and Go Long Direction Prediction using the Best Classifier Model

**Table 6.**Leader board comparison of metrics for direction detection and go long direction prediction using the best classifier model

|  |  |  |  |
| --- | --- | --- | --- |
| Modelling Strategies | HDFC | KOTAK | SBI |
| Direction detection by six, ten, and fourteen days consecutive closing prices split week on the week(random forest classifier) | **Pr-0.85**  **Rcl-0.89**  **Acc-0.87** | **Pr-0.71**  **Rcl-0.79**  **Acc-0.74** | **Pr-0.83**  **Rcl-0.88**  **Acc-0.85** |
| Go long direction prediction using volume indicators(logistic regression classifier) | **Pr-0.98**  **Rcl-0.83**  **Acc-0.92** | **Pr-0.99**  **Rcl-0.93**  **Acc-0.97** | **Pr-0.92**  **Rcl-0.80**  **Acc-0.90** |
| Go long direction prediction using momentum indicators(logistic regression classifier) | Pr-0.71  Rcl-0.63  Acc-0.76 | Pr-0.73  Rcl-0.61  Acc-0.75 | Pr-0.69  Rcl-0.62  Acc-0.74 |
| Go long direction prediction using trend indicators  (extreme gradient boost Classifier) | Pr-0.85  Rcl-0.74  Acc-0.85 | Pr-0.82  Rcl-0.61  Acc-0.79 | Pr-0.83  Rcl-0.67  Acc-0.81 |
| Go long direction prediction using volatility indicators  (extreme gradient boost classifier) | Pr-0.86  Rcl-0.75  Acc-0.85 | Pr-0.81  Rcl-0.63  Acc-0.79 | Pr-0.80  Rcl-0.67  Acc-0.81 |

From Table 6, it is observed that random forest classifier modelling has given the highest efficiency in direction detection among all modelling techniques namely logistic regression, decision tree, random forest, k nearest neighbour, and extreme gradient boost modelling. This has been tested and proven with six, ten, and fourteen day consecutive closing prices split week on week as six, ten, and fourteen feature variables. Also, logistic regression classifier modelling has provided the best Pr, Rcl, and Acc for go long direction prediction using volume indicators.

* 1. Utility from the Business Perspectives

For a stop loss of 2.0 reward-risk ratio for approximately 0.8 Pr would be 2\*.8/2\*.2=4:1 if a 0.5% difference in consecutive day close price for any stock is only 2.0.for higher percentage difference reward to risk ratio would be higher.

Here, modelling algorithms provide the close price of HDFC BANK, KOTAK BANK, and SBI BANK Stock over twenty years with the train test split of 70%:30%. If we invest Rs.10000 for six years and roughly calculate profit with 0.5% change on close price with the highest Pr in detecting true positives then the following results are possible as per the formulae given in Eq. (1):

(1)

Using trend indicators with the highest Pr of 0.85 for HDFC BANK stock, the confusion matrix provides information as shown in Fig. 9.

![](data:image/png;base64,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)

**Fig.9.** confusion matrix For HDFCBANK stock using trend indicators as feature variables

Therefore, Net Returns are:

=Rs.11177.5 profit which would be

=18.63% returns

* 1. Risk Adjusted Returns

The real data dump is imported for HDFC, KOTAK, and SBI stock between 2000 till 2022. Then the return, variance, and volatility of these stocks are calculated following which the annualized return to risk ratio and finally, the Sharpe ratios are calculated. The Sharpe ratio for HDFC, KOTAK, and SBI Stock is calculated as 0.173818, 0.149589, and 0.005306 respectively. Therefore, from the results obtained it becomes evident that HFDC shows a better Return vs. Risk performance over the specified period compared to KOTAK stock followed by the SBI stock which shows the least Return vs. Risk performance.

1. Conclusion and Future Scope

This paper solely focuses on predicting the direction of the close price of the HDFC stock using classification algorithms techniques. Later similar process is applied for predicting the direction of the close price of other stocks in the banking sector namely SBI and KOTAK stocks. In the future, there is a deployment dashboard proposed. As per the proposal for future assignments, the dashboard takes API as an input derived from the machine learning algorithms and can be utilized in predicting the direction of the close price for any stock in the banking sector. Any stock on the stock market can utilize the same procedure to forecast buy or not to buy choices, which is helpful.

This paper has not discussed how to address one major drawback of stock prediction, namely that over different periods the stock returns can change drastically. In future research work, it can be shown how to define bullish and bearish regimes using modern machine learning techniques. The sentiment analysis approach may also need to be explored using text analytics for predicting stock market returns. An intelligent automated system for options trading would be also the next step forward.
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